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Summary A new multivariate time series model with time varying conditional variances
and covariances is presented and analysed. A complete analysis of the proposed model is
presented consisting of parameter estimation, model selection and volatility prediction. Clas-
sical and Bayesian techniques are used for the estimation of the model parameters. It turns
out that the construction of our proposed model allows easy maximum likelihood estimation
and construction of well-mixing Markov chain Monte Carlo (MCMC) algorithms. Bayesian
model selection is addressed using MCMC model composition. The problem of accounting
for model uncertainty is considered using Bayesian model averaging. We provide implemen-
tation details and illustrations using daily rates of return on eight stocks of the US market.

Keywords: Autoregressive conditional heteroscedasticity, Bayesian model averaging,
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1. INTRODUCTION

The volatility of financial time series appears to change over time. One class of models that has
been developed to deal with this feature is the autoregressive conditional heteroscedastic (ARCH)
model introduced by Engle (1982), and extended by Bollerslev (1986) to the generalized ARCH
(GARCH) model. A large number of models has been proposed in the literature based on these
models; see, for example, the review article of Bollerglesal. (1992).

The extension from univariate models to a multivariate framework is important because
the modelling of variances and covariances is crucial for multivariate financial models such
as the capital asset pricing model, portfolio allocation and risk management; see, for example,
Bollerslevet al. (1988), Ng (1991) and Gourieroux (1997). In the literature, formulations of
heteroscedastic multivariate models have been introduced by Kraft and Engle (1982), Engle
etal.(1984, 1990), Bollersleet al. (1988), Diebold and Nerlove (1989), Bollerslev (1990), King
et al. (1994), Engle and Kroner (1995), Kroner and Ng (1998), Engle (2000), Klaassen (2000),
Alexander (2001) and Engle and Sheppard (2001) among others. Naturally, different multivariate
models impose different restrictions on the dynamic behaviour of the variances, covariances and
correlations.

Two major problems related to multivariate ARCH and GARCH models are the large number
of parameters to be estimated, and the difficulty of estimation due to the positive definiteness
restrictions on the covariance matrix. Factor ARCH-GARCH models have been introduced
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to solve these problems, providing a parsimonious parametrization and a positive definite
covariance matrix. The motivation for the factor models is commonality in the conditional
variance movements. Although, in some cases, financial and economic theories suggest such a
characteristic, the restrictions imposed by the factor ARCH-GARCH models on the dynamic
behaviour of the covariances and the correlations are quite strong, and may depend on the
number of factors. For example, in a two factor model, one would expect more dynamics in the
covariances and in the correlations than in a one factor model. High-dimensional applications of
factor models require Markov chain Monte Carlo (MCMC) methods; see, €ab (1998) and

Han (2002) where 40 and 36 stocks are modelled respectively.

Recently, Klaassen (2000) and Alexander (2001) have suggested the construction of uncon-
ditionally uncorrelated linear combinations of the observed series based on principal component
analysis. Engle (2000) and Engle and Sheppard (2001) advocated the direct modelling of con-
ditional correlations. All these approaches are promising in the sense that they can model high-
dimensional observed series. For example, Engle and Sheppard (2001) model a 100-dimensional
set of stock indices. More details about these models are presented in Section 2.2.

In this study, we propose a new parametrization of a multivariate GARCH model, where the
covariance matrix is always positive definite, the number of parameters is relatively small, and
the model can be applied very easily to high-dimensional time series data. The estimation of
the parameters of the multivariate model is achieved by using classical and Bayesian techniques.
Maximum likelihood estimation is implemented using Fisher scoring. Our model construction is
such that the expected information matrix is obtained in closed form. According to the Bayesian
approach, we construct a Markov chain which has as a stationary distribution the posterior
distribution of the model parameters. Simulation of this Markov chain provides, after some burn-
in period and adequately many iterations, samples from the posterior distribution of interest; see,
for example, Smith and Roberts (1993) or Besagl.(1995). We provide detailed guidelines on
how to construct the required Markov chain using a blocking sampling scheme in the Metropolis—
Hastings algorithm.

Bayesian model search is addressed using the MCMC model compositiof) (hkthod
of Madigan and York (1995) together with the delayed rejection algorithm (DRA) of Tierney
and Mira (1999). We base our inference on posterior model probabilities and account for model
uncertainty using Bayesian model averaging.

The remainder of the paper is organized as follows. The full-factor multivariate GARCH
model is introduced in Section 2. Classical and Bayesian implementation is presented in
Section 3. Bayesian model comparison and Bayesian model averaging techniques are presented
in Section 4. In Section 5 we illustrate the above methods in a dataset of eight stocks from the
US market, and we conclude in Section 6 with a brief discussion.

2. AFULL-FACTOR MULTIVARIATE GARCH MODEL
2.1. Description and properties of the model

Throughout the paper we consider having observed data of the form
yt’ tzl,...,T,
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where eaclyt = (yit, ..., Ynit) is@aN x 1 vector. The multivariate full-factor GARCH model
is given by the following equations:

Yt = + e,
&t :WX[, (1)
Xt | @1~ NN (O, Zp),

whereu is aN x 1 vector of constants; is aN x 1 innovation vectoryV is aN x N parameter
matrix, ®;_1 is the information set up to time— 1, X; is aN x 1 vector of factors with elements

xit,i =1,...,NandX; isaN x N diagonal variance covariance matrix, which is given by
% = diago?,, ..., 03 ;) With

oh = +bixi_ 1 +gok .  i=L1...N,  t=1..T
andoizt,i =1, ..., N is the variance of theth factor at timet, oj > O,bj > 0,g > 0,i =

1,...,N. In other words the factorg t,i = 1,..., N are GARCH(1, 1) processes. According
to the above model, the vecter is a linear combination of the factoxst, i =1, ..., N.

Assuming that the vectaX; follows a conditional multivariate normal distributioX; |
@1 ~ N(O, Xt), then the vectog; | ®;_1 ~ N(O, H;), where

1/2 1

Ho = WS W = W25 Y2wW = (w3 wsl?) = LL. ©)

Equation (2) presents the conditional covariance maixof the vectore;. Ztl/ % is the
diagonal matrix with elements; t, o2, ..., on.t. It is well known that the decomposition of a
positive definite matrix into the product of a triangular matrix and its transpose always exists,
and this decomposition is unique if the diagonal elements are restricted to be positive. So we can
take W triangular with elements)jj = O for j > i andwjj > Ofori = 1,..., N. In order to
reduce the number of parameters in our model, a natural restriction is to assurag that,,

fori = 1,..., N. Note that similar constraints have been adopted by Geweke and Zhou (1996),
Chib et al. (1998) and Aguilar and West (2000) among others for the factor model. Under the
assumption that the matri¥/ is triangular with diagonal elements equal to unity, the conditional
covariance matriH; can be written as

hllt h12,t hlS,t cee th,t
hZLt h22,t h23,t e hZN,t
Ht = WEtW/ = h3Lt h32,t h33,t . h3N,t
hnit hnze hnst oo han
of w2107 w3102 . W02
Lt 2107 3107, N10Z,
2 2 2.2 2 2 2 5
w2101,t Zi:l w2iai,t Zi:l Wy w3i"i,t - Zi:l wZiniO—i’t
2 2 2 3 2.2 3 5
= | w3107, Y waiwy Oit Do wh o e YR wy wniod . 3
. 2 2 ’ i 2 3 : ) 2 N N . ) 5
WNIOT; Doimi WNiw20(y Di_gWNIWSOoT o D iig WOy

From the construction of the model, the variance covariance midgrig always positive definite

if the factor variancesri?t, i = 1,...,N are well defined. Note also that the factosg,
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i =1,..., N have zero idiosyncratic variances so they are not parameters to be estimated but
are given byX; = W~1e;. Therefore, forN = 1 the model reduces to the GARCH(1, 1)
model.

Under the assumption of a multivariate normal distribution for the vetothe likelihood

for model (1), for a sample of observationy = (y1,y2, ..., Y1), can be written as
T T
TN
Iy |0) = @m)" 2 []IH| 2 exp[—% Yy — ) H e — u)].
t=1 t=1

In the following, we will assume for convenience thafy and ofo are known,bj = b and

g =gfori =1,..., N. These assumptions can be relaxed without adding much difficulty in the
estimation process. For example, Vrongisl. (2000) discuss Bayesian estimation of GARCH

and EGARCH models when the variance at time zero is unknown. Under these assumptions, the
number of parameters to be estimated fdi-@imensional problem isiR + 2+ w and the
parameter vector i9 = (u1, 2, ..., AN, ¥1, @2, ..., AN, D, §, W21, W31, W32, ..., WN1, - - -,
WN,N-1)".

Bollerslev (1986) presents the necessary and sufficient conditions for the existence of the
2mth moment of the GARCH(1, 1) model and the conditions for the wide-sense stationarity
of the GARCH model. We can take advantage of these results for the full-factor multivariate
GARCH model we propose. First note thdf = WX;W’ and vecH;) = veadWXZ{W') =
(W®W)ved %), where ve¢.) denotes the vector operator that stacks the columns of the matrix.
That is, the variances and the covariances in our model are linear combinations of the variances
aft, i =1,..., N ofthe factors. But according to our modek,i =1, ..., N are independent
GARCH(1, 1) processes. Therefore, the unconditional variances and covariances of the full-
factor multivariate GARCH model are linear combinations of the unconditional variances of the
GARCH(1, 1) processes t,i = 1,..., N. Definew; = vech(H), where vecli) denotes the
column stacking operator of the lower portion of a symmetric matrix. Thatis; vech(H;) =
(h11t, h21t, hazt, hart, h3zt, haat, ... gt vz hnse, <. hinwgy) is aN(N 4 1) /2 x 1
vector. After straightforward calculations and using the results of Bollerslev (1986), the uncon-
ditional variances and covariances are giverklow;) = ﬁ (al, w2101, Zizzl w%i o, w3101,

2 3 2 2 3 N
D WIAWAA, Y g WE, -, WNLOL, D i WNIW2A, P g WNIWS, .y D g
2 .\
wNiOt|).

2.2. Some comments on the model

The proposed model can be considered as a full-factor model with zero idiosyncratic variances.
Different factor models have been proposed in the literature, and have been analysed by many
researchers using either an ARCH—-GARCH framework (see, for example, Diebold and Nerlove
(1989), Engleet al. (1990), Kinget al. (1994)) or a stochastic volatility framework (see, for
example, Chibet al. (1998), Aguilar and West (2000)). In particular, Harvey al. (1994)
proposed a factor representation that can be extended to a full-factor structure similar to ours, but
they proposed modelling the factors as stochastic volatility rather than GARCH(1, 1) processes.
We have not empirically investigated in detail the advantages and disadvantages of the full-factor
representation with zero idiosyncratic variances for the factor models above.

The structure of our model resembles that of Alexander (2001) and of Klaassen (2000).
Alexander’s intent is the classical principal component target of reducing the data from a ‘portfo-
lio’ of k series to an ‘underlying’ driving force of 2—3 series of principal components. To achieve
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this, Alexander proposes a linear transformation of the data by using an orthogonal matrix of
eigenvectors derived from the sample correlation matrix. Thus, the principal components are
only unconditionally uncorrelated. In contrast, our intent is to model a GARCH effect on the
(conditional) correlations in a parsimonious manner. The linear transformation (1) uses a trian-
gular matrixW (which needs to be estimated jointly with the GARCH processes) which produces
conditionally uncorrelated factosgt,i = 1,..., N.

In our model, the conditional correlations are given by

infi k
S wji widofy
i 1/2 1/2°
(ZI lel |t) (ZI =1 kIGI t)

a non-linear function of alzlr,zt, i =1,...,max]j, k}, which preserves the positive-definiteness
of H;. Thus, the model can be V|ewed as a generalization of the constant correlation coefficient
model of Bollerslev (1990).

Denoting byR; the correlation matrix with elemenjsik ¢, (3) can be written in the form
advocated by Engle (2000)

Pikt =

Hi = DiR Dy,
where Dy = dlag(hi/zt, ;/22t %Zt) Engle suggests modellin®; and R; separately

imposing GARCH effects orh..,t and a parsimonious formulation foR;. Whereas our
conditional correlation (3) depends oW and past values oK; and Utz of other returns
(depending on the order imposed), Engle’s conditional correlation depengs; ery, on
unconditional correlations and on squares of past standardized residuals.

An empirical comparative study that investigates the extent to which these models capture
empirical conditional correlation structures is the subject of current research and will be reported
elsewhere.

The structure of the conditional covariance mattdxin equation (3) implies that the order
of the components of the time series in thevector affects the conditional variances and
covariances. The ordering has an impact in model fitting and assessment; see, for example,
Aguilar and West (2000). We solve this important practical issue using the MCMC model
composition (MG) method that generates a process that moves through model space and the
Delayed Rejection Algorithm (DRA). Moreover, these methods provide an idealized way to
extract posterior model probabilities and to construct predictive densities that take into account
model uncertainty.

3. INFERENCE FOR A GIVEN MODEL

In this section we consider classical and Bayesian techniques for the estimation of the parameters
of the full-factor multivariate GARCH model.

3.1. Classical approach
Maximum likelihood estimates for heteroscedastic models are usually obtained by using
numerical optimization algorithms such as scoring algorithm, the method proposed by Mak
(1993) and developed further by Makal. (1997) and by Berndit al.(1974). Here, we compute
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the maximum likelihood estimates using the Fisher scoring algorithm kithéeration of the

algorithm takes the form
Ak ak—1 32LT _13LT
0 =6 —E — 4
+{ [8080’“ 20 ’ @

Ak—1 . . . . . .
wheref  is the estimate of the parameter vector obtained &fterl iterations Lt is the log-

likelihood function,~ E[ £'LT

is the gradient computed élfil. One of the great advantages of our model is, we believe, the fact
that the gradient and the expected information matrix in (4) are available in closed forms. This
is not surprising since, by construction, our model consists of a linear combination of univariate
GARCH models in which such a property exists. The motivation for using the Fisher scoring
algorithm in our full-factor multivariate GARCH model comes from the results of other research
into GARCH models. For example, Fiorentigi al. (1996) computed the analytic conditional
expected information matrix of the parameters for the GARCH(p, q) model and constructed a
mixed-gradient algorithm in order to accelerate the convergence. According to their results, the
superiority of gradient algorithms, which use the estimated information matrix, is clear in early
iterations. Watson and Engle (1983) used the method of scoring and the EM algorithm for the
estimation of dynamic factor, mimic and varying coefficient regression models. They suggest, for
practical methods, a mixed EM and scoring algorithm, and the use of the scoring algorithm for
inference. Similar are the results of the experiments of Demos and Sentana (1998), who present
an EM algorithm for conditionally heteroscedastic factor models and propose a quasi-Newton
algorithm for later iterations.

For the full-factor multivariate GARCH model (1) the log likelihood function is given by

. . . ~ Ak—1
] is the expected information matrixcomputed a8 and%

TN 1¢ 1¢ —
Lr(y16)=——=In@7) = 53 In[Hl = 5 3 (e — w'H ye — )
t=1 t=1

TN T T

1 ! 1 I N\ —
=——-IN@0) =53 INWEW| =23 (e — ) (WEW) "y — )
t=1 t=1

TN 1 il 1 !
_ Iv—1 _ -1
=—— In(27) — 5 ?—1: In || — 5 ?—1 X; =7, whereXy = Wy, — p),

TN 1 L[N 1[R[ %
=— In2n) — > Z[Z[ln(ai?t)]] 3 Z[Z[I_ztﬂ

t=1Li=1 t=1Li=1 Givt

whered = (u1, u2, ..., uN, @1, @2, ..., aN, b, g, wo1, w31, w3, ..., wN1, ..., wn,N—1), @and

a > 0,i =1,...,N,b > 0,g > 0. In order to avoid these positivity restrictions, we
transform the positive parameters using the logarithmic transformation, thgt is; In(«;),

b* = In(b) andg* = In(g). We also divide the parameter vector into three blocks. The
first block contains the parameters of the mean equation, théd is= (w1, w2, ..., un)’,

the second block contains the transformed parameters of the variance equation,&hatis,
(of, a3, ..., ay, b*, g*), and the third block contains the parameters in matfixhat is,f3 =
(w21, w31, W32, . .., WNI, - - - » WN.N—1)"- The expected information matrix is block diagonal and

. . 2 2 a2
the three diagonal blocks are esumated—b;‘z[a%l'g;, ] - E[a%;z}(;’ ] and— E[ai,s';;/ ]. Atter the
1 2 3
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transformation of the positive parameters, the varianﬁgsf the factorsxit,i =1,..., N, are
given by

o=+ x4 +eYeh ,,  i=L1... N, t=1..T.

Some assumptions are also required for the initial values of the variaﬁpemd the squared
factorsxft, as the variance equation of GARCH(1, 1) model is dynamic.tFer0, ai% =0,
while thexiz0 are calculated by using a sufficient number of observations from the sample.

Differentiating with respect to the mean parametars= (u1, 2, ..., un)’ yields
oLt T N 1 anZt Xizt Xit 0X t
_— Z Z - —— 1) - = — ,
001 il e Zai?t 001 O’i?t O'i?t 001

and the expected Information matrix for the first block is given by

T N
|A1 _ —E|: 82LT ] _ Z Z|: 1 305t aoii N iaxi,t axi’ti|
001001 | = |ZL2c%)? 901 961 o 061 00 [

where
o O%it-1 | g b0y
001 001 901
and the derivatives af; ¢, i = 1,..., N, with respect to the mean paramet@jsare given by

the rows of the—W~ matrix. That is,ag(Tl*l‘ is given by the first row of the-W~1 matrix, "(,XT?;
is given by the second row of theW—1 matrix, and so on.
Differentiating with respect to the variance paramefers- (o, o5, ..., af, b*, g*)" yields

s LA ()]
302 207 \ o, 02 ||’

i=1 it

i=1...,N

.
= 26" x 11

while the expected information matrix for the second block is given by

. 92L LI 1 902 do2
= _E T/ _ Z Z it |;t ’
360200, 2(0%)2 962 96,

t=1 li=1

N

where

and the vectors;t, i =1,..., N, can be calculated very easily. For examplg; = (e,
0,...,0€ X2 1.6902 ), car = (0,€2,0,...,0, b X2, 16902 1) ... Cnt=
©.....0,e"W,e"x2 1,698 ).
Differentiating with respect to the parameters in matVk that is, with respect t63 =
(w21, W31, W32, ..., WNL, ..., WNN-1), Yields
oLt _i i 1 805t Xi_z,t_l (it 9%t
003 20’5,[ 003 O‘i?t Gi?t 003 ’

t=1 li=1
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and the expected information matrix for the third block is given by

T N
F3=_E[ oLt ]ZZ Z[ 1 dofy doiy K 3Xi,ti|
303005 | = | L2007 903 005  of 303 303

where X )
et b i t—1 £ 90751
— Xi t_ : el . i=1...,N
003 -1 003 + 003
The factorsj ,i = 1, ..., N, are given byX;y = W~1e;. Thus,
aX ow
e _ [—W—l—w—l}et,
dwij Jwij
and therefore the derivatives &, i = 1,..., N, with respect tow;; are given by thdth

element of the vectc{r—W*l%W*]et. For example, the derivative a&f ; with respect to the

ij
parameteivys is given by the first element of the vect[oFW*lEj’w—Vh\"lW*1]et, and so on.
a";—;;] i = 1,2, 3 of the block diagonal expected
information matrixi’, and the gradient ';,IT i =1, 2,3, one can find the maximum likelihood
estimates by applying the Fisher scoring algorithm of equation (4). From our experience of
different datasets, the estimates given by the Fisher scoring algorithm (4) are robust to different
initial values for the model parameters, and the inverse of the expected information matrix
provides estimates of the covariance matrix of the parameters. The above strategy enables us to
investigate more deeply the behaviour of covariance matrix estimators. For example, we can very
easily evaluate the covariance estimate proposed for dynamic and conditional heteroscedastic
models by Bollerslev and Wooldridge (1992). This covariance estimate can be written as

Having calculated the three blocksE |

BW = (I"HOP)I %)

where [ 1 is the inverse of the expected information matrix, &0 is the matrix of outer
products of the first derivatives of the log-likelihood, which can be constructed as

;
oLt |[ oLt
P=)|—
or =3 %[5 |
t=1
Al

where 55 is the derivative of the log-likelihood with respect to the parameter véicadtimet.

Under misspecification of the conditional density of the process (non-Gausian distribution) the
estimate of the variance covariance matrix given by Bollerslev and Wooldridge (1992) is more
robust and superior compared to other covariance estimators; see, for example, Fietehtini
(1996).

3.2. Bayesian approach
This section presents the Bayesian approach for estimating the parameters of the proposed full-
factor multivariate GARCH model using MCMC methods. The general formulation is as follows:
suppose that, for a given parameter veéter R" and data/, we want to generate a sample from
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the posterior distributionr(# | y), which is known up to a constant of proportionality. The
idea is based on the construction of an irreducible and aperiodic Markov chain, which is easily
simulated, with realization8®, 62, ..., 6", ... in the parameter space, equilibrium distribution
7(0 | y) and a transition probabilitk (8", 0') = =@+ = 0” | ' = ¢’), whered’ and@”

are the realized states at tihandt + 1 respectively. Under appropriate regularity conditions,
asymptotic results guarantee thattas- oo, 8' tends in distribution to a random variable with
densityr (6 | y), and the ergodic average of an integrable funcfiaf # is a consistent estimator

of the (posterior) mean of the function. That is,

t
1 Lt
6 —d> 0~y and i E f (0" 2 Eoyyl f (9)] almost surely
i=1

See, for example, Smith and Roberts (1993), Betad. (1995) and Gilkst al. (1996).

We adopt the Metropolis—Hastings algorithm to obtain a sample from the posterior distribu-
tion of interest. There are many possible choices of the transition kérnélich lead to different
sampling schemes. A simple strategy is to nsedependent Metropolis steps (Tierney (1994),
Chib and Greenberg (1995)) for @i = 1, 2, ..., n, and a usual approach is to adopt a random
walk chain with an increment normal densi§(0, 2) where the variance? is appropriately
chosen so that the convergence of the MCMC sampler is as fast as possible. In this sampling
scheme, the parameters are updated one at a time (single component update), making the algo-
rithm time consuming, particularly in high-dimensional datasets.

In our proposed model, the convergence of the MCMC algorithm is accelerated by reparame-
trizing the positive parameters to ‘near normality’ and by using a blocking sampling scheme as in
Vrontoset al.(2000). We use (as in the maximum likelihood approach) three blocks consisting of
the mean parameters, the variance parameters and the parameters inWnéatrikis blocking
sampling scheme, we use the results from the classical approach. That is, we start from the
maximum likelihood estimates and update the parameters in each block from tongme
t + 1 by using three multivariate Normal proposal densima(sﬁi‘, cigi), i = 1,2,3 with 9{
denoting the vector of parameters in blockvith values at timet, ¢ a constant to tune the
acceptance rate, arfcjgi the variance covariance estimate of the parameters in biadden from
the Fisher scoring algorithm or taken from the method proposed for dynamic and conditional
heteroscedastic models by Bollerslev and Wooldridge (1992). We found that for the first two
blocks the algorithm works very well with either proposal, whereas for the third block the latter
proposal density performed better. This occurred because Fisher scoring produced many zero
values in the off-diagonal elements of the covariance matrégof

Finally, it is worth mentioning that if filtering, rather than smoothing, of the GARCH process
is of interest, our MCMC algorithm can be easily adapted to perform such an exercise; see, for
example, Pitt and Shephard (1999) and Kital. (1998).

4. INFERENCE UNDER MODEL UNCERTAINTY
4.1. Bayesian model comparison
As described at the end of Section 2, the order of the univariate time series/invéagtor has an
impact on model fitting. We consider the problem of finding the ‘best’ ordering of the individual

time series under the proposed model. That is, the ordering becomes a modelling decision to be
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made on the basis of model fit. Given tNeobserved univariate time series in tevector, the
number of all possible models (all possible different ordering®ylisLet M = {mg, ..., mg}

be the set of all models, 4 = N!. A typical approach is to carry out a model selection exercise
leading to a single ‘best’ model (‘best’ ordering) and then make inferences as if the selected
model was the true model. However, this ignores the uncertainty involved in model selection.
A Bayesian solution to this problem involves the calculation of the posterior probabilities of all
the competing models. The posterior probability of madglis given by

(y | my)m(mg)
YKy I myrm)’

(6)

T(Mg 1Y) =

where
(Y | M) = / 2y | B, MmO 6k | Mddy @

is the marginal likelihood of modehy, 6 is the vector of parameters of moahay, 7w (y | 0x, mk)

is the likelihood given modetiny, 7 (@x | mk) is the prior density ok under modeimy, and

7 (mg) is the prior probability for modetnk. Inference about the model selection problem may
be performed using the Bayes fact@F) of modelm; against modetn;, given by

BF:N(YImi) =7T(mi |y)ﬂ(mj)' ®)
Ty | mp)  w(mj|y) 7(m;)

4.2. Bayesian model averaging

Having been able to calculate the posterior probabilities (6) of each model, it seems natural to
account for model uncertainty in our predictive inferences. Rather than choosing a single ‘best’
model and then making inferences as if the selected model was the true model, we can use the
following model averaging approach, which provides composite predictions. Suppose that we
are interested in a quantity. For example, in time varying volatility models this quantity may

be the variances and the covariances at a future time period. Then, its posterior distribution given
datay is given by

K
T(AY) =Y m(A|m,y)mm |y), ©)
i=1
which is an average of the posterior predictive distributions under each model weighted by

their posterior model probabilities. The posterior predictive distribution @fiven a particular
modelm; is found by integrating out the model parametgrs

T(Alm,y) = /ﬂ(A [ 0i, mi, y)m(0i | m;,y)do;.
We can also use the maximum likelihood approximation
T(A | M,y) = (A m,y,60), (10)

whereéi is the maximum likelihood estimator of the parameter veé@tasf modelm;; see, for
example, Volinskyet al. (1997). For discussion of the above approach as well as evidence that
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accounting for model uncertainty improves predictive performance see Kass and Raftery (1995),
Draper (1995) and Raftemst al. (1997).

Implementation of Bayesian model comparison and Bayesian model averaging is difficult for
two reasons. First, the Bayes factor can be hard to compute, and second, the number of competing
models in equations (6) and (9) can be enormous.

4.3. Calculation of the Bayes factor

The Bayes factor requires evaluation of the integrals in the numerator and denominator of (8)
which are the marginal densities(y | mj) andx(y | mj). These integrals are in general
difficult to calculate; Kass and Raftery (1995) provide an extensive description and comparison
of available numerical strategies. Here, we describe Laplace’s method and a variant of Laplace’s
method, which is used in the full-factor multivariate GARCH model.

The Laplace’s method of approximation of (7) is given by

7y | M) = 20)%/2|S1 Y27 (y | i, mm Bk | M), (12)

where dy, is the dimension of the parameter veciy of model my, m(y | Oy, mg) and
7(8x | m) are the likelihood and the prior, respectively, evaluated at the posterior fgde
Y = [-04 0], 820y is the Hessian matrix of second derivatives (), where
[(0x) = log[m(y | Ok, m)m (8 | me)]. According to Kass and Raftery (1995), when Laplace’s
method is applied to both the numerator and denominator of (8), the resulting approximation has
relative error of orde© (T~ 1).

An important variant of (11) is

7 | MOmie = (20)%/2S1Y27(y | By, i) Bk | M), (12)

where 3 is the inverse of the negative Hessian matrix of the log-likelihood evaluated at the
maximum likelihood estimatofy, (y | k. mc) andz (8 | my) are the likelihood and the
prior, respectively, evaluated k. The relative error of this approximation is again of order
O(T~1). Another alternative is to use the inverse of the expected information matrix in place of
3 in equation (12). The resulting approximation has a larger asymptotic relative error of order
O(T~Y?), but (see Kass and Raftery, 1995) it remains sufficiently accurate to be of use in many
problems.

4.4, MCMC model search methods

In this section we describe some MCMC methods that provide posterior model probabilities and
therefore can account for model uncertainty using Bayesian model averaging.

4.4.1. Markov chain Monte Carlo model composition ())C MCMC model composition
(MC®) was introduced by Madigan and York (1995). RGenerates a stochastic process that
moves through model space. We can construct a Markov dhait),t = 1, 2, ...} with state
spaceM and equilibrium distribution given by (6) and (7). If this Markov chain is simulated for
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t =1,..., P, then under certain regularity conditions, for any functibfm;) defined on the
model space, the average

T

ol

[=]
> fmi))
i=1

is a consistent estimate of titg f (m)]; see, for example, Smith and Roberts (1993). To compute
(9) in this way setf (m) = (A | m,y).

To construct the Markov chain we define a neighbourhoodmipdor each modem. We
also define a transition matrikby settingg(m — m’) = 0 for allm’ ¢ nbd(m) andg(m — m’)
constant for allm’ € nbd(m). If the current state of the chain is modelithenm’ is drawn from
g(m — m’) and accepted with probability

. Inbd(m)|zr (M’ | y) }
1, s
m'n{ Inbdm) (M | y)

where [nbd(m)| is the number of models that belong in the neighbourhood of madel

(13)

Otherwise, the chain stays in state Note that, ifinbdim)| = |nbd(m’)| and all models are
equally likelya priori then the probability of acceptance is given by
/
m(y [ m)

In the application of the M&algorithm in Section 5 we tak@bdm)| = |nbd(m’)| and assume
that all models are equally likelg priori, and therefore the probability of acceptance is given
by (14).

Different models come from the particular ordering of the univariate time series iw the
vector. After extensive searching for proposal densities or, equivalently, neighbour definitions,
that provide an MCMC algorithm with good mixing in a series of problems, we found
that multimodalities in the model space is a very frequent phenomenon, so we suggest the
following neighbourhood definitions. Assume that we are looking for the neighbours of model
m = {mg,...,mp,...,mj,...,mg}. Let us denote by nlidm) all models of the form
{mg,...,mj,....mj, ..., mg} wherem; andm; have exchanged positions and they are at the
most three positions apart. To ensure reversibility, in a cyclic fashion we can alsargwaih
My or mg_1 Or Mk_2, and so on, for < 3 andj > k— 3. Moreover, define n@dm) as all models
in whichm; has been moved at most three positions to the left or right:

nbc(m) = {mq, ..., Mi_2, mi, Mi_g, Mijq, ..., Mg}
U{mg,...,Mi_1, Mi41, M, Mig2, ..., Mg}
U{mg,...,mj_3, mj, Mo, Mi_1, Mi4+1, ..., Mg}
U{mg, ..., mi_1, Mit1, M2, M, Mit3, ..., Mg}
U{mg,...,mi_g, M, Mi_3, M2, Mi_1, Miy1, ..., Mk}
U{mg, ..., M1, Mit1, Mig2, Mgz, Mi, Miya, ..., Mg},

dealing in an obvious cyclic fashion with the cases 3 andi > k — 3. The superscripts in
nbd}(m) and nb@(m) denote that the neighbourhoods are based of distances of length 3. In our
example with eight time series we chose a neighbourhood & -ababd} U nbd§, proposing
each model within nbdY and taking care to havi@bd*(m)| = |nbd(n)| in (13). As in every
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Metropolis—Hastings algorithm, the scaling of the proposals depends on the particular problem.
In our suggested algorithm, this scaling is tuned by the choice of superls'rnripbd1 and nbéﬁl.

The neighbourhood nlgch) of modelm consists of the set of models with either a change
in the position of two univariate time series or a move of time series to a different position. We
change a randomly chosen time series from one up to four positions to the left or to the right, and
we move a randomly chosen time series two or three or four positions to the left or to the right.
As an example, suppose that there are eight stocks iy thector, and that a modet is given
by the following ordering of the univariate time series: 12345678. That is, the first stock is at
position 1, the second stock is at position 2, and so on. A change in the position of two univariate
time series could be, for example, 7&B848, where we alter the positions of the time series 4
and 7. A move of time series to a different position is, for examp81567, where we move
the time series of position 1 three positions to the right and the time series of positions 2, 3 and
4 one position to the left.

4.4.2. Delayed rejection algorithm. The idea of DRA was proposed by Tierney and Mira
(1999). This strategy improves the Metropolis—Hastings algorithm in the (Peskun, 1973) sense
that the resulting estimates have smaller asymptotic variance on a sweep by sweep basis. In
our case, it is also useful as it increases the probability of moving between local modes of the
posterior density.

When a Markov chain remains in the same state over successive iterations, the autocorrelation
of the realized chain increases together with the variance of the estimates. In a Metropolis—
Hastings algorithm this happens when the proposed candidate is rejected too often. Tierney
and Mira (1999) improved the Metropolis—Hastings algorithm by reducing the probability of
remaining in the current state using the following idea: when a candidate is rejected, instead of
staying at the current state, propose a new candidate from a different proposal distribution, and
accept or reject that candidate using an adjusted acceptance probability.

In our model selection exercise, we want to construct a Markov chain that moves through
model space. Suppose that the current state of the chain is mmodéien, at the first stage,
modelm’ is drawn fromg(m — m’) and accepted with probability

m(y | m’)}
Ty m
If the candidate modet’ is rejected, a new candidate mode! is proposed frong(m’ — m”)
at the second stage. That is, the new candidate modeflepends only on the last rejected
candidatan’. Note that the neighbourhood of modeisandn’, and the transitions from model
tom’, and fromm’ to m” are defined as in the previous section. All models are assumed equally
likely a priori. Tierney and Mira (1999) and Mira (2000) derived the probability of acceptance
for this candidate by imposing detailed balance at each stage, given by
// /
mm{L maxX{o, [ (y | m") —m(y | m)]}}
m(y | m) —m(y|nm)
This is a two-stage symmetric DRA.

min{l

5. APPLICATION TO EIGHT STOCKS FROM THE US MARKET

We illustrate the proposed full-factor multivariate GARCH model using 2350 daily observations
on eight stocks from the US stock market over the 1/1/1990-1/1/1999 perigdisithe value
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Figure 1. The analysed rates of return for the eight stocks of the US market.

of the stock at time;, then we model the rates of retugn= In(%), t=1,...,T =2349. In
Table 1, we present the summary statistics for the rates of return of the analysed stocks, together
with the Ljung—Box statistic computed for the rates of retyrfor the absolute rates and for the
squares of the rates. The Ljung—Box statistic is computed using 50 lags and shows high level of
autocorrelation in the squares and the absolute values. In Figure 1, we present the analysed rates
of return for the eight stocks.

The key steps in our analysis are as follows. First, we ran thé Mgbrithm without delayed
rejection proposals (MEwithout DRA) and the two stage symmetric DRA (M@ith DRA)
to find the ‘best’ ordering of the individual time series and the posterior model probabilities.
Second, we estimate the parameters of the ‘best’ model using classical and Bayesian approach.
Finally, we consider the problem of accounting for model uncertainty in the proposed time
varying volatility model. We make inferences about quantities of interest such as future variances
and covariances by using only the ‘best’ model, using a set of most probable models and using
Bayesian model averaging over all possible models.
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Table 1. Summary statistics for the rates of return of the analysed stocks.
Summary statistics

Rates of returry It v
Order  Stocks Mean Stdev Kurtosis LB (50) LB (50) LB (50)

1 ATT 0.000374 0.01523 5.462 60.650 636.265 301.920
AXP 0.000514 0.01976 3.101 70.564  1107.453 1035.969
c 0.001000 0.02165 4.118 63.102 599.633 484.489
GE 0.000785 0.01355 2.536 82.068 928.415 877.401
JPM 0.000371 0.01650 3.279 80.431 1935.176 1893.695
PG 0.000702 0.01455 2.390 74.112 731.037 708.877
RAL 0.000443 0.01477 6.017 99.135 527.327 289.006
WMT  0.000844 0.01785 2.034 69.490 541.026 498.996

0o N o o b W N

5.1. MCMC model search and convergence assessment

We apply the M@ algorithm with and without DRA for 50 000 iterations in order to find the pos-
terior model probabilities. The subsampling methodology proposed by Giakoueatatb§1999)
is used to check the convergence of the MCMC output taken from the above algorithms. The
method is based on the use of subsampling for the construction of confidence regions for the
mean (in our case) of the unique invariant distribution of the Markov chain. We construct the
(1 — a)100% confidence regions for the me@n= 0.05) based on different (increasing) values
Nj = jN/100,j =1,2,...,100, andN = 50000 iterations. We estimate the ‘burn-in’ to be
N* if the ‘range’ of the confidence regions versu’g/JNT- is approximately linear foN > N*.
Linearity can be checked by using the coefficient of determination of a weighted linear regres-
sion between the dependent variable ‘range’ ang’ISTj, j =1,2,...,100. According to the
subsampling convergence diagnostic, we stop the MCMC simulation when the range of this
(1—a)100% confidence region for the mean is appropriately small, smaller than some prespeci-
fied absolute or relative measure of accuracy; see, for details, Giakoustaabg1999). We
focus our analysis on the 10 most probable models. Using MCMC chaiNs-6f50 000 iter-
ations and choosing as threshold vatlie= 0.999 for the coefficient of determination in the
subsampling convergence diagnostic, we estimate the burn-in period. This turns out to be 17 500
iterations for both the MEwith and without DRA (see Figure 2(a)). Note however that the accu-
racy, that is the range of the 95% confidence region for the mean, is 0.0727 and 0.064C*for MC
with and without DRA, respectively. These findings confirm thatath DRA improves the
Metropolis—Hastings algorithm in the sense that the resulting estimates have smaller asymptotic
variance (smaller accuracy) on a sweep by sweep basis.

The resulting posterior model probabilities of the #M@ith and without DRA are presented
in Table 2. The posterior model probabilities are calculated using 32500 iterations; that is, we
have discarded the burn-in period of 17 500 iterations. The accuracy is the range of the 95%
confidence region of the mean. They are calculated by running the subsampling diagnostic
for each model using the MCMC output of 50000 iterations. The ‘best’ model (ordering) is
14652873 with posterior probability 0.336 and 0.349 for the M@th and without DRA,
respectively. In total, 85 and 73 different models were visited during 50 000 iterations &f MC
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Figure 2. Coefficient of determination in the subsampling convergence diagnostic. The horizontal line
represents the threshold valde= 0.999. (a) Coefficient of determination for the model search problem;
(b) coefficient of determination for the parameters of a given model.

with and without DRA, respectively. For these estimates to be useful, we need to be confident
that the reason we are only observing a small fraction of possible models&% and 73 out of
40320, is that other models have negligible posterior probability. Thus we ran thelgaithm
starting from 50 different randomly chosen models. We also ran the two-stage symmetric DRA
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Table 2. Posterior model probabilities of the 10 most probable models using theaw@rithm with and
without DRA. The order of time series is given in Table 1. Figures in brackets are accut@€y Accuracy
is the range of the 95% confidence region for the mean.

Model MC3 without DRA  MC® with DRA

14652873 0.34(7) 0.35(6)
14652738 0.10(3) 0.10(3)
14652387 0.09 (3) 0.08(2)
14653 287 0.06 (2) 0.08(3)
14652837 0.06 (2) 0.06 (2)
14657328 0.05(3) 0.07 (3)
14652783 0.05(2) 0.05(2)
14562873 0.04(3) 0.03(2)
14657238 0.03(2) 0.03(2)
14657 283 0.02 (1) 0.03(2)

(MC® with DRA) starting from the same 50 models; see, for details, Vrontos (2001). Both
methods seem to be very flexible since the algorithms arrive at the ‘best’ ordering very fast.
There was no evidence of the existence of any other regions of model space of high probability.
While this is no guarantee that such regions do not exist, it does provide some reassurance.
MC3 with DRA seems to be significantly better than RI@ithout DRA. The mean values of

the number of iterations needed for the M®ithout DRA and for MG with DRA to reach

the most probable model 14652873 are approximately 246 and 194 iterations, respectively, and
their corresponding standard deviations are approximately 105 and 104. Bearing in mind that
multimodalities in model space are a very frequent phenomenor,WitG DRA is useful as it
increases the probability of moving between local modes of the posterior density.

5.2. Inference for a given model

Having been able to find the ‘best’ ordering we present the estimates for the parameters of
matrix W and the corresponding standard errors in Table 3. These standard errors (in brackets)
are given by the square root of the diagonal elements of the inverse of the expected information
matrix. The robust estimates of the covariance matrix (5) are also calculated and the standard
errors are presented in Table 3 (in square brackets). We also estimate the parameters of the
multivariate model for the ‘best’ ordering using Bayesian analysis and MCMC methods. We
transform the positive parameters to ‘near normality’ using the logarithmic transformation. These
transformations improve the behaviour of our MCMC algorithm. For our illustration we choose
non-informative (constant) priors for all the parameters. The blocking sampling scheme was
used in order to update the model parameters. We ran the algorithm for 260000 iterations,
and we kept one value every 100 iterations (to save computer space). The resulting samples
of 2600 values were checked for convergence using the subsampling diagnostic proposed by
Giakoumato®t al.(1999). The method is based on the use of subsampling for the construction of
confidence regions for thiequantile(t = 0.90) of the unique invariant distribution of the Markov
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Table 3.Estimates for the parameters of the full-factor multivariate GARCH model (1). Classical: estimates
using Fisher scoring, figures in brackets are standard deviations taken using Fisher scoring, figures in square
brackets are standard deviations taken using formula (5); Bayesian: posterior means and posterior standard
deviations (in brackets).

Classical Bayesian Classical Bayesian
wp1 0.30(0.02)[0.02] 0.30(0.02) wgs 0.10(0.02)[0.02] 0.10(0.02)
w31 0.25(0.02)[0.03] 0.25(0.02) w77 0.19(0.02)[0.02] 0.19(0.02)
w3z 0.42(0.02)[0.02] 0.42(0.02) w7 0.33(0.02)[0.02] 0.33(0.02)
wgqr  0.27(0.02)[0.03] 0.27(0.02) w73 0.22(0.02)[0.02] 0.22(0.02)
wg2 0.40(0.02)[0.03] 0.41(0.02) w74 0.09(0.02)[0.02] 0.09(0.02)
wgz 0.14(0.02)[0.02] 0.14(0.02) wys 0.05(0.02)[0.02] 0.05(0.02)
wsy  0.27(0.02)[0.03] 0.27(0.02) w7 0.08(0.02)[0.02] 0.08(0.02)
wsy  0.47(0.03)[0.03] 0.48(0.03) wg; 0.36(0.03)[0.04] 0.36(0.03)
ws3z  0.20(0.03)[0.03] 0.21(0.03) wgp 0.57(0.03)[0.03] 0.57(0.03)
wsq 0.35(0.02)[0.02] 0.35(0.02) wgz 0.30(0.03)[0.03] 0.30(0.03)
wg1 0.30(0.02)[0.03] 0.30(0.02) wgg 0.42(0.02)[0.04] 0.42(0.03)
wez 0.50(0.02)[0.03] 0.50(0.03) wgs 0.21(0.02)[0.02] 0.21(0.02)
wgz 0.21(0.02)[0.03] 0.21(0.02) wgg 0.07(0.02)[0.03] 0.07(0.02)
wgq 0.15(0.02)[0.02] 0.15(0.02) wgy; 0.07(0.03)[0.03] 0.07(0.03)

chain. We construct thel — a)100% confidence regions for the 0.90 quantde= 0.05) based

on different (increasing) valueNj; = jN/100,j = 1,2,...,100, andN = 2600 iterations.

As before we estimate the ‘burn-in’ to bé* if the ‘range’ of the confidence regions versus
1/N is approximately linear foN > N*, and linearity is checked by using the coefficient

of determination of the weighted linear regression between the dependent-variable ‘range’ and
1/\/W, j = 1,2,...,100. The reason that the t-quantile (with a latgesayt = 0.90) is
considered, is based on the notion that stabilization of estimates of the invariant distribution of
the Markov chain (especially in the tails) is a reliable indicator of the target distribution having
been achieved. We stop the MCMC simulation when the range ofthisa)100% confidence

region for the mean is appropriately small. Using the MCMC chaind ef 2600 iterations and
choosing as threshold value= 0.999 for the coefficient of determination in the subsampling
convergence diagnostic, we estimate the burn-in period. This turns out to be 780 iterations (see
Figure 2(b)). The accuracy, that is the range of the 95% confidence region for the me@h3is 0

The convergence of the parameters was also checked by using the tests proposed by Heidelberger
and Welch (1983) and Raftery and Lewis (1992). The first diagnostic indicates that convergence
has been achieved after a burn-in period of 780 iterations, whereas the latter diagnostic gives
values for the dependent factor around one. Estimated posterior means and standard deviations
for the parameters of matriw/ of the latent GARCH model (1) are given in Table 3. Note that,

all of the parameters of matrW are significant.
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5.3. Model uncertainty and prediction

In multivariate financial models, prediction of the future covariance matrix is of particular
interest. Having been able to calculate the posterior model probabilities, it seems natural to
account for model uncertainty in our predictive inferences. Suppose that we are interested in
Ht.1, the predictive covariance matrix at tinfe+ 1. Then, its posterior distribution given
datay is given by

K

a(Hrealy) =Y w(Hroa [ mi,y)m(mi |y), (15)

i=1
which is an average of the posterior predictive distributions under each model weighted by their
posterior model probabilities. Computation of (15) is straightforward after the implementation of
MC3 or of DRA. First, given a modeh;, a posterior sample of (H_1|/m;, y) is obtained just
by calculating, for each sampled pointfén the covariance matriceds, Ho, ..., Hr.1. Then
(15) suggests that in order to obtain a sample @fiT1 | y), each sampled point under model
m; should be taken with probability (m; | y). Thus, the derived sample af(Ht;1 | y) is
obtained by weighting all samples of{Ht+1 | m;, y) by the corresponding (m; | y).

We made inference about the predictive covariance matrix at Time 1 using the ‘best’
ordering, Bayesian model averaging based on the four most probable models and Bayesian model
average based on all possible models using equations (9) and (10). We ran the algorithms for
50000 iterations, discarded the first 10 000 iterations as burn-in, and for the remaining 40 000
iterations kept one value in every 10 iterations, obtaining a sample of 4000 iterations. A posterior
sample ofr(Hy41 | m,y) is obtained using the ‘best’ model by calculating, for each one of
the 4000 sampled points th the covariance matri¥dt_,1. Then, we calculated the predictive
density of Hr; based on the four most probable models. To achieve this, we constructed
the predictive densities (Hr41 | mj,y), i = 1,...,4, under each model, for each one of
the 4000 sampled points h, and then we weighted all samplesofHt 1 | mi,y) by the
corresponding normalized posterior model probabilities. Finally, we calculated the predictive
covariance matrix using Bayesian model averaging over all models that were visited during
50 000 iterations of M&algorithm. For each one of these models we estimated their parameters,
evaluated the predictive covariance matkx_; based on the maximum likelihood estimates,
and then weighted these values using the posterior model probabilitigs| y). We present in
Figure 3 the posterior predictive density of the one step-ahead forecast for the volatility of the
third stock, based on the four most probable models and on the Bayesian model average of the
four most probable models.

6. DISCUSSION

In this study, we propose a new multivariate GARCH model where the covariance matrix is
always positive definite and the number of parameters is relatively small with respect to other
multivariate models. The model can be thought as a factor model with full-factor representation
and zero idiosyncratic variances.

The estimation of the parameters of the multivariate model is done by using both classical
and Bayesian techniques. Maximum likelihood estimation is implemented by using the method
of Fisher scoring, while the MCMC algorithm is based on a blocking sampling scheme which
accelerates convergence of the model parameters. Due to the fact that the covariance matrix is
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Figure 3. Posterior predictive density of the one step-ahead forecast for the volatility of the third stock,
based on the four most probable models and on the Bayesian model average of the four most probable

models.

guaranteed to be positive definite, and that estimation of the parameters is easily implemented,
we believe that the model can be applied very easily to high dimensional problems.

We address the problem of model selection among different models (orderings) of the
analysed time series. We apply a MCMC model composition Yvt@ethod with and without
a second delayed rejection stage. This improves the Metropolis—Hastings algorithm in the sense
that the resulting estimates have smaller asymptotic variance (smaller accuracy) on a sweep
by sweep basis. We believe that this algorithm is very flexible and useful as it increases the
probability of moving between local modes of the posterior density.

We also consider the problem of accounting for model uncertainty in the proposed multi-
variate GARCH model. Conditioning on a single selected model ignores model uncertainty. We
make inferences about quantities of interest such as prediction of future variances and covari-
ances using the ‘best’ model, Bayesian model averaging over a set or over all possible models.
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